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Abstract - In the current scenario Generative Adversarial 

Network (GAN) is generating more exhilaration in 

various fields with an amazing growth of it can be seen 

over a few years. It is very much successful in generating 
synthetic images over natural images. These are 

unsupervised neural networks that are capable of creating 

new image samples based on the training process they 

have adapted from the information that has been fed to 

them. On the other hand, Long Short Term Memory 

(LSTM) is one type of Recurrent Neural Network (RNN) 

mainly used in the domain facing sequence prediction 

issues. In this paper, the GAN is considered a Generator, 

and the LSTM is considered a Discriminator. The work of 

the generator is to produce synthetic images out of 

random samples. Based on the fine-tune training, it can 
produce a perfect fake image that is difficult to identify as 

a real one. The same is fed to the LSTM network along 

with the real images, and the fine-tune training is 

performed to get more perfect synthetic images. Both 

facial datasets, as well as abstract art dataset available 

open-source, is taken for training and testing. From this 

research, it is proven that Generative Adversarial 

Network (GAN) and Long Short-Term Memory (LSTM) 

are the networks utilized, and the accuracies were found 

to be 58.53% and 72.68%, respectively, which explicitly 

proves that synthetic images are more clearly identified 

by the LSTM over GANs. 

 

Keywords - Generative Adversarial Network, Long Short-

Term Memory.  

I. INTRODUCTION 

Machine Learning (ML) plays a pivotal role in 

contemporary trade and investigation. The recital of 

machine learning mainly evolves based on the algorithms 

and the neural network models for supporting the 

computer systems.  Based on the submitted samples called 

training data, it generates arithmetical models 

mechanically and provides decisions without any human 
intervention.  

 

Deep Learning, on the other hand, provides solitary 

intelligent decisions by creating an artificial neural 

network capable of learning by itself. It needs a lot of data 

for learning, and it provides better accuracy from the 

experience it gained from the learning predictions. 
 

Neural Network is a division of ML with a sequence of 

algorithms. It follows a certain process that imitates 
human brain operation that ventures in identifying the 

hidden relationships among the set of data. There is also a 

mathematical possibility to derive the reason behind the 

predictions. 
 

A Generative Adversarial Network (GAN) is a type 

of neural network architecture generating new data 

instances based on the training with the probable samples. 

It is categorized as unsupervised learning with the 

capability of generating fresh data points with a little bit 

of deviation learned from the exact data distribution. At 
the same time, it is extremely a challenging task to study 

the accurate distribution of data. Hence the data 

distribution needs to be modeled by influencing the neural 

networks in such a way that it suits the exact distribution.  

GAN’s are trained in an intelligent way that handles the 

problem as a supervised learning problem with the help of 

two models, namely generator model, and discriminator 

model, by maintaining a perfect symmetry between both 

the models. The former model deals with the new samples, 

whereas the latter presumes the samples either as genuine 

or counterfeit. 
 

Long Short Term Memory (LSTM) is an           

artificial recurrent neural network (RNN) architecture 

with feedback acquaintances that has taken a pivotal role 

in the field of deep learning. It has the capability of 

processing both single as well as sequence data. It has the 

capability of studying order reliance in succession 

forecasting problems and also works very well with 

complex problems like speech recognition, machine 

translation, etc. 

II. RELATED WORK 

A new generative model has been developed for 

acquiring adversarial training along with a novel 
performance measure which helps both the models to 

contend against one another. This resulted in producing 

visual samples with higher quality compared to the single-

step model. Also, the proposed model comes with a new 
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metric that capitulates the performance comparatively 

better than the current state-of-the-art generative models 

[1].  
 

Supervised Adversarial Network (SAN) is a novel 

method that resembles the functionality of basic GAN 
with a small improvisation for detecting the most relevant 

images. Similar to GAN, it also deals with two novel 

aspects called as G-Network and D-Network that work on 

the conversion of true images into fake images, and based 

on the fake images, the latter is trained respectively. The 

D-network is introduced with a new technique called a 

convolution-comparison layer to produce superior images 

with the help of Simple Linear Iterative Clustering pixels 

[2]. 
 

Numerous realistic applications face defying while 

generating images from text metaphors. Frequently a 
general meaning of the metaphors is generated; on the 

other hand, the essential important minutiae of the same 

are missed out. This has been overcome with the new 

proposed methodology, Stacked Generative Adversarial 

Networks (Stack GAN), which helps in spawning 

256×256 photo-realistic icons with higher resolution are 

stipulated on text metaphors [3]. 
 

A binary generative adversarial network (BGAN) is 

an unsupervised hashing technique used for entrenching 

the image to binary codes resulting in the generation of 

reasonable images like true images. The experiment is 
carried out in the CIFAR-10, NUSWIDE, and Flickr 

datasets that are considered to be the traditional datasets 

with an outcome of 107% in performance compared to the 

existing hash technique [4].  
 

A Label Denoising Adversarial Network (LDAN) is 

introduced to artificial data to coach a deep Convolution 

Neural Network for lighting regression on genuine face 

metaphors.  This method deals with precise facts resulting 
in 100,000 times faster execution time compared to the 

existing optimization-based lighting evaluation methods 

[5].  

A novel method is introduced for improvising GAN 

in an efficient way aiming at human dealings. This 

method enhances the rate of optimistic communication by 

humans [6]. 
 

The GAN is embedded with a variation auto-encoder 

called Variation Generative Adversarial Networks 

(VGAN), dealing with two novel aspects. Firstly, it 

accepts loss for the discriminative and classifier network 
along with a mean inconsistency intention for the 

generative network resulting in constant training. 

Secondly, it uses using pairwise feature matching to 

configure the generated images by accepting an encoder 

network to gain knowledge of the connection existing 

between the dormant and the genuine image space [7]. 
 

In Remote Sensing Field Very High Spatial 

Resolution (VHSR), large-scale SAR image databases are 

taken into account for which the image generation test is 

carried out for finding the accuracy of artificial data. [8] 

 

A new method is named Stacked Generative 

Adversarial Networks (Stack GANs) that works in two 

levels. The first level converts the given text details into 

an image with low resolution. The next level generates a 

high-resolution image by taking the output from the first 
level along with the text account as inputs. The 

experimental results surpass other modern methods by 

providing the most significant photo images [9]. 
 

It has been proved with the experiments that for the 

qualified unlabeled data, the mechanism named Dual 

GAN generates appreciable progress in the image 

outcome. It has also been proved that Dual GAN is 

comparatively better than conditional GAN as the latter 

deals with the qualified labeled data [10]. 
 

A novel method called Conditional Cycle GAN is 

introduced for generating face images using attribute and 
identity-guided face image generation technique. This 

technique helps to overcome the adversarial loss by 

involving a conditional feature vector while feeding the 

input in both networks. In the identity identity-preserving 

technique, the taken input with low resolution is 

compared with the identity image to produce a high-

resolution face image. Whereas in the face transfer 

technique, with the help of attributes provided, the face 

image can be transferred from one gender to the other [12]. 
 

A new architecture for GAN is introduced that deals 

with unsupervised learning without any human 
intervention for the division of complex attributes as well 

as for dissimilar images that have been spawned. This 

new architecture enhances the modern methods in two 

main fields like allocation for interpolation and 

entanglement for differences resulting in an extremely 

diverse and premium human faces dataset [13]. 
 

A survey has been carried out on the low-level 

statistics of images generated by state-of-the-art deep 
generative models. For this, the following models, namely 

Variational auto-encoder (VAE), Wasserstein generative 

adversarial network (WGAN), and deep convolutional 

generative adversarial network (DCGAN), were skilled on 

various dataset like ImageNet dataset, a large set of 

cartoon frames from animations. The survey resulted in 

revealing the capability of capturing the spirit of natural 

sceneries. It also provided a novel dimension that can 

appraise the models. It has also suggested possible 

directions to improve image generation models [14]. 
 

The survey deals with the generation of premium 
metaphors, an assortment of metaphor generation, and 

constant preparation. It has been identified that modern 

GANs like BigGAN and PROGAN are able to fabricate 

premium metaphors and assortment metaphors in the field 

of computer hallucination. Meantime it also has been 

identified that GANs are very best at images rather than 

videos [15]. 
 

A novel method called Conditional CycleGAN is 

introduced for generating face images using attribute and 
identity-guided face image generation techniques. This 

technique helps to overcome the adversarial loss by 
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involving a conditional feature vector while feeding the 

input in both networks. In the identity identity-preserving 

technique, the taken input with low resolution is 

compared with the identity image to produce a high-

resolution face image. Whereas in the face transfer 
technique, with the help of attributes provided, the face 

image can be transferred from one gender to the other [12]. 
 

A new architecture for GAN is introduced that deals 

with unsupervised learning without any human 

intervention for the division of complex attributes as well 

as for dissimilar images that have been spawned. This 

new architecture enhances the modern methods in two 

main fields like allocation for interpolation and 

entanglement for differences resulting in an extremely 

diverse and premium human faces dataset [12]. 
 

A survey has been carried out on the low-level 
statistics of images generated by state-of-the-art deep 

generative models. For this, the following models, namely 

Variational auto-encoder (VAE), Wasserstein generative 

adversarial network (WGAN), and deep convolutional 

generative adversarial network (DCGAN), were skilled on 

various dataset like ImageNet dataset, a large set of 

cartoon frames from animations. The survey resulted in 

revealing the capability of capturing the spirit of natural 

sceneries. It also provided a novel dimension that can 

appraise the models. It has also suggested possible 

directions to improve image generation models [13]. 
 

The survey deals with the generation of premium 

metaphors, an assortment of metaphor generation, and 

constant preparation. It has been identified that modern 

GANs like Big GAN and PROGAN are able to fabricate 

premium metaphors and assortment metaphors in the field 

of computer hallucination. Meantime it also has been 

identified that GANs are very best at images rather than 

videos [14]. 

 

 
   Fig. 1 Block Diagram of Proposed Methodology 

GAN block consists of a Generator network and a 

Discriminator network to which the random sample 
images are fed into the former, for which the synthetic 

data are obtained as an output from the former is fed into 

the latter along with some real images. The fine-tuning 

training is performed on both the networks in order to 

obtain perfect synthetic data from the generator network, 

and also, the discriminator is fine-tuned in such a way that 

it can identify the fake images. 

III. PROPOSED METHODOLOGY 

In this paper, Long Short-Term Memory (LSTM), an 

artificial recurrent neural network (RNN) architecture, is 

used for training the images obtained from GAN, and 

accuracies are compared between GAN and LSTM. The 

entire work is caged into a major block comprising two 

sub-blocks, namely GAN and LSTM, in which the former 

acts as a Generator and the latter acts as a Discriminator, 

respectively. The work of the Generator is to get the 

random sample values and generate fake data samples, 

and the same has to be fed into the Discriminator along 
with the real data samples. The work of the LSTM acting 

as a Discriminator has the capability of recognizing the 

synthetic data generated based on the fine-tune training.  

IV. PSEUDO CODE FOR GAN 

 
               

Fig. 2 Pseudo Code for GAN 

 

fgv - Fake generated Vector / image 

tdv - True Discriminated Vector / image 
 

LSTM is comprised of memory blocks, where each 

memory block is comprised of three propagative units 

known as input gate, output gate, and forget gate. Other 

than this, it has memory cells connected in a recurrent 

way consisting of a repetition of simple little units like 

this, which take as an input the past, a new input, and 

produce a new prediction and connect to the future. Now, 

what's in the middle of that is typically a simple set of 

layers with some weights and linearities. 
 

The gating values for each gate get controlled by a 

tiny logistic regression on the input parameters. Each of 

them has its own set of shared parameters. And there's an 

additional hyperbolic tension sprinkled to keep the 

outputs between -1 and 1. Also, it's differentiable all the 

way, which means it can optimize the parameters very 
easily. All these little gates help the model keep its 

memory for longer when it needs to and ignore things 

when it should. 
 

The sigmoid activation function used in neural 

networks has an output boundary of (0, 1), and α is the 

offset parameter to set the value at which the sigmoid 

evaluates to 0. The sigmoid function often works fine for 

gradient descent as long as the input data x is kept within 

a limit. For large values of x, y is constant. Hence, the 

derivatives dy/dx (the gradient) equates to 0, which is 

often termed as the vanishing gradient problem. This is a 

problem because when the gradient is 0, multiplying it 
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with the loss (actual value - predicted value) also gives us 

0, and ultimately networks stop learning. 
 

The following are the equations used for gates in 

LSTM: 

fgt=sigmoid(mmul(wtfg,IGt)+mmul(Utfg,STMt1) 

                                           +ofsfg)    Eqn – (1) 

ipt=sigmoid(mmul(wtip,IGt)+mmul(Utip,STMt1) 

                                          +ofsip)  Eqn – (2) 

opt=sigmoid(mmul(wtop,IGt)+mmul(Utop,STMt1) 

                                          +ofsop)  Eqn – (3) 

NCSt=tanh((mmul(wtNCS,IGt)+mmul(UtNCS,STMt1) 

                                        +ofsNCS)  Eqn – (4) 

NCSt=Image_wise_mul(fgt,LTMt-1)+  

             Image_wise_mul(ipt, NCSt)  Eqn–(5) 
nhst=Image_wise_mul(opt, tanh(LTMt-1))Eqn – (6) 

 

fgt  -  Forget gate 

ipt  -  Input gate 

opt -  Output gate 

Wt  - Weight of respective gate neurons  

Ut  -  Update of respective gate neurons 

Ofs  - Biases of respective gate neurons 

STMt-  -           Input from GANs (at timestamp t-1) 

LTMt-1       -       Real Images (at timestamp t-1) 

NCS       -       New Cell State (at timestamp t) 
nhs       -  New Hidden State (at timestamp t) 

mmul       -       Matrix Multiplication 
 

V. PSEUDO CODE FOR LSTM 

 
Fig. 3 Pseudo Code for LSTM 

 

VI. RESULTS AND COMPARISON 

The following graphs in figure 4 and figure 5 depict 
the comparison of losses and accuracies of the two 

networks, i.e., GAN and LSTM, respectively. Both the 

networks are trained till less training loss is obtained. The 

accuracy of GAN was found to be 58.53%, and for LSTM, 

it was 72.68%, where the networks are represented in the 

x-axis and accuracies are measured on the y-axis. 

  

 
Fig. 4 Comparison of Losses for GAN and LSTM 

VII. CONCLUSION 
In this paper, both the networks, namely GAN and 

LSTM, are performed with fine-tune training in such a 

way that the synthetic images are identified perfectly 

without any discrimination. The block diagram clearly 

depicts the functionality of GAN as well as the LSTM, 

which are fed with proper datasets available open-source. 

Both the networks generate a dataset that can be 

categorized as trained as well as a test dataset. In this 

research, both facial images, as well as scenery images, 

are trained and tested, which resulted in the accuracy of 

58.53% and 72.68% for the networks GAN and LSTM, 

respectively. 
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